Lecture 20: Significance Tests, II

Relevant textbook passages:

20.1 Off-the-shelf modeling

One of the strengths of the classical likelihood-based parametric approach to significance testing is that a number of special cases have been thoroughly analyzed, and there are convenient off-the-shelf solutions to analyzing and testing the data. There are so many of these that I can’t possibly discuss them all in this class. I shall give you a few of the most basic tests, those that everyone expects to be covered in an intro stats course. The point is to make sure you know they exist.

When you get to your lab and you have real data to analyze, I recommend consulting a book such as Calvin Dytham’s [5] Choosing and Using Statistics. It discusses many off-the-shelf models and their subtle points. Better, yet it describes code for a number of different programs and languages. When you are reading the results of someone else’s research, they may describe some arcane test or procedure that I haven’t covered, or even heard of. In cases like this, Wikipedia is often incredibly useful. It is probably possible to teach a good introductory stats class using Wikipedia as the textbook. Even this approach will probably soon be obsolete as AI (artificially intelligent) statisticians become commonplace. Mary Kennedy told me about a program her lab uses that queries you about your data, then decides on a testing procedure, and analyzes the data for you. In a world where this is common, what is the value of this course? Well, remember the first attempt to use R’s numerical optimization function to compute the MLE of $p$ for the coin tossing? It gave 99.9%, not 49.9%. Remember, with any software, or any reference work, “Trust, but verify.” In this course, I hope you learn enough to read the manual for your software to have some idea of what the program is doing, and to be able to decide if it makes sense.

The ready availability of off-the-shelf models is also a huge weakness. It tempts you to treat your data as if it fits one of these off-the-shelf models even if it doesn’t. This problem is rampant in my discipline, economics, and I’m sure in others as well. In the next lecture, we’ll take up specification testing, which is a step in the right direction. If you have a case where the usual methods seem inappropriate, the notions from likelihood ratio testing can help point you in the right direction. Plus many universities have departments of applied statistics where really smart tooled up statisticians are always on the lookout for new cases to add to the shelf.
20.2 Testing hypotheses based on normality

I believe it is fair to say that a vast majority of users of hypothesis tests use tests that are based on the assumption that the “error terms” in their data are normally distributed. Indeed, the Central Limit Theorem says that if the errors are the sum of many small independent errors, then the normality assumption is justified. Leo Breiman [4, p. 10] describes this argument as “only a cut above a hopeful appeal to the ghost of Laplace.” Nevertheless we shall start with a discussion of tests based on normality, since you will undoubtedly employ them at some point in the analysis of your laboratory data.

Larsen–Marx [6]: Chapter 7

For a sample \(X_1, \ldots, X_n\) of independent and identically distributed Normal \(N(\mu, \sigma^2)\) random variables, setting

\[
\bar{X} = \frac{X_1 + \cdots + X_n}{n}
\]

we have \(\bar{X} \sim N(\mu, \sigma^2/n)\), so

\[
Z = \frac{\bar{X} - \mu}{\sigma/\sqrt{n}} \sim N(0, 1). \tag{1}
\]

We saw in Lecture 17 that even though we can’t observe \(Z\) (since \(\mu\) is unknown), if we know \(\sigma\), then we can use the observed value \(\bar{x}\) of \(\bar{X}\) to get a confidence interval for \(\mu\), the

1 - \(\alpha\) confidence interval for \(\mu\) is

\[
[\bar{x} - z_{\alpha/2} \frac{\sigma}{\sqrt{n}}, \bar{x} + z_{\alpha/2} \frac{\sigma}{\sqrt{n}}]
\]

where \(z_{\alpha/2}\) defined by

\[
\Phi(z_{\alpha/2}) = 1 - \frac{\alpha}{2}.
\]

This can also serve as a basis for testing (two-sided) hypotheses about \(\mu\).

The problem is that we don’t know \(\sigma\). In Lecture 16, we derived the Maximum Likelihood Estimators for \(\mu\) and \(\sigma^2\) as

\[
\hat{\mu}_{MLE} = \bar{x} \quad \text{and} \quad \hat{\sigma}^2_{MLE} = \frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n},
\]

where \(\bar{x} = \frac{\sum_{i=1}^{n}x_i}{n}\). We also showed that \(\hat{\sigma}^2_{MLE}\) is biased, so the unbiased estimator \(S^2\) is often used instead:

\[
S^2 = \frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n - 1}.
\]

The question is, what is the distribution of

\[
\frac{\bar{X} - \mu}{S/\sqrt{n}}.
\]

It turns out it is not a standard Normal random variable. In order to describe the distribution of this statistic, we first examine some related distributions.

v. 2015.02.23::13.23

KC Border
20.3 The chi-square distribution

Recall that the chi-square \((m)\) or \(\chi^2\)-distribution with \(m\) degrees of freedom is the distribution of the sum \(Z_1^2 + \cdots + Z_m^2\) of squares of \(m\) independent standard normal random variables [6, Theorem 7.3.1, p. 389]. It is also a Gamma\((\frac{m}{2}, \frac{1}{2})\) distribution. See Figure 20.1 for the shape of the density.

20.3.1 Fact [6, Theorem 7.3.2, p. 390] If \(X_1, \ldots, X_n\) are independent and identically distributed Normal \(N(\mu, \sigma^2)\) random variables, then

1. \(\bar{X} \text{ and } S^2\) are independent.
2. \(\bar{X} \sim N(\mu, \sigma^2/n)\).
3. \(\frac{(n-1)S^2}{\sigma^2} = \frac{1}{\sigma^2} \sum_{i=1}^{n} (X_i - \bar{X})^2 \sim \text{chi-square}(n - 1)\)

(We’ll return to this in a later lecture on chi-square tests.)

![Chi-square pdfs.](image1)

![Chi-square vs Normal.](image2)
20.4 The $F$-distribution

Let $U \sim \chi^2(n)$ and $V \sim \chi^2(m)$ be independent. Then the random variable

$$\frac{V}{m} \frac{U}{n}$$

has an $F_{m,n}$-distribution with $m$ and $n$ degrees of freedom. The $F$-distribution is also known as the Snedecor $F$ distribution, although Larsen and Marx assert that the $F$ is for Fisher.

The $F_{m,n}$ density is given by [6, Theorem 7.3.3, p. 390]

$$f(x) = \frac{\Gamma\left(\frac{m+n}{2}\right)}{\Gamma\left(\frac{m}{2}\right)\Gamma\left(\frac{n}{2}\right)} \frac{m^{m/2}n^{n/2}}{(n+mx)^{(m+n)/2}} x^{(m/2)-1} \quad (x \geq 0).$$

See Figure 20.4.

20.5 The Student $t$-distribution

Let $Z \sim N(0, 1)$ and $U \sim \chi^2(n)$ be independent, then the random variable

$$T_n = \frac{Z}{\sqrt{\frac{U}{n}}}$$

has the Student $t$-distribution with $n$ degrees of freedom.

(The $t$-distribution was first calculated by William Sealy Gossett in 1908, who, because he was violating a nondisclosure agreement with his employer, the Guinness Brewery (makers of Guinness Stout and the original publisher of the Guinness Book of Records), published it under the pseudonym Student [12]. See Larsen–Marx [6, pp. 386–387].)
The density is given by [6, Theorem 7.3.4, p. 390]

\[
f(x) = \frac{\Gamma \left( \frac{n+1}{2} \right)}{\sqrt{n \pi \Gamma \left( \frac{n}{2} \right)}} \left( 1 + \frac{x^2}{2} \right)^{-(n+1)/2} \quad (x \in \mathbb{R}).
\]

Note that this is symmetric about zero. See Figure 20.5.
Figure 20.6. The tail of the CDF for various Student $t$-distributions.

## 20.6 A test statistic for the mean with estimated $\sigma$

### 20.6.1 Theorem [6, Theorem 7.3.5, p. 393]

For a sample $X_1, \ldots, X_n$ of independent and identically distributed Normal $N(\mu, \sigma^2)$ random variables, the test statistic

$$T_{n-1} = \frac{\bar{X} - \mu}{S/\sqrt{n}}$$

has a Student $t$-distribution with $n - 1$ degrees of freedom.

## 20.7 Confidence interval for $\mu$

### 20.7.1 Definition ($t$-distribution cutoffs)

Larsen–Marx [6, p. 395] define $t_{\alpha,n}$ by

$$P (T_n \geq t_{\alpha,n}) = \alpha,$$

where $T_n$ has the Student $t$-distribution with $n$ degrees of freedom.

Then

$$P \left( - t_{\alpha/2,n-1} \leq \frac{\bar{X} - \mu}{S/\sqrt{n}} \leq t_{\alpha/2,n-1} \right) = 1 - \alpha$$

or equivalently

$$P \left( \bar{X} - t_{\alpha/2,n-1}S/\sqrt{n} \leq \mu \leq \bar{X} + t_{\alpha/2,n-1}S/\sqrt{n} \right) = 1 - \alpha.$$

In other words,
given the sample values \(x_1, \ldots, x_n\) from \(n\) independent and identically distributed draws from a normal distribution, a \(1 - \alpha\) confidence interval for \(\mu\) is the interval
\[
\left( x - t_{\alpha/2,n-1} s / \sqrt{n}, x + t_{\alpha/2,n-1} s / \sqrt{n} \right).
\]

### 20.8 \(t\)-quantiles versus \(z\)-quantiles

The value \(z_{0.025} = 1.96\), which is used to construct a 95% confidence interval is based on knowing the standard deviation \(\sigma\), can be very misleading for small sample sizes, when \(\sigma\) is estimated by the unbiased version of the MLE estimate. The following table gives \(t_{0.025,n}\) for various values of \(n\). This also shows how the critical value of a test changes with the number of degrees of freedom.

<table>
<thead>
<tr>
<th>df</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
</tr>
</thead>
<tbody>
<tr>
<td>df</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(t_{0.025})</td>
<td>12.71</td>
<td>4.3</td>
<td>2.78</td>
<td>2.31</td>
<td>2.12</td>
<td>2.04</td>
<td>2.0</td>
<td>1.98</td>
<td>1.97</td>
<td>1.96</td>
</tr>
</tbody>
</table>

### 20.9 The “\(t\)-test”

This also forms the basis for a hypothesis test, called a \(t\)-test.

To test the Null Hypothesis
\[
H_0: \mu = \mu_0
\]
versus the one-sided alternative
\[
H_1: \mu > \mu_0
\]
at the \(\alpha\) significance level, compute the test statistic
\[
t = \frac{\bar{x} - \mu_0}{s / \sqrt{n}}.
\]

Reject \(H_0\) if \(t > t_{\alpha,n-1}\).

See [6, Theorem 7.4.2, p. 401] for the related two-sided or the other one-sided test.

With modern software, performing “\(t\)-tests” is trivial. In Mathematica, you find the \(p\)-value of \(t\) with \(\text{CDF[StudentTDistribution[n], t]}\), where \(n\) is the degrees of freedom. Or simpler yet, if your sample is the array \(\text{data}\), the command \(\text{TTest[data, m]}\) returns the \(p\)-value of \(t\) under the null hypothesis \(\mu = m\), against the two-sided alternative \(\mu \neq m\). See the documentation for more options. In R, if your sample is in the array \(\text{data}\), the command \(\text{t.test(data, mu=\mu_0)}\) returns a detailed report on the two-sided test of the hypothesis \(\mu = 0\) including a confidence interval for \(\mu\). (To test the hypothesis \(\mu = m\), use: \(\text{t.test(data-m, mu=m)}\).
By the way, *Choosing and Using Statistics: A Biologist’s Guide* by Calvin Dytham [5] has excellent sample code for a number of programs including R, SPSS, Minitab, and even Excel, but not Mathematica.

### 20.10 Model equations

The structure of an experiment and the nature of the data it generates is often captured by its **model equations**. The simplest way to explain them is via examples.

#### 20.11 Difference of means, same variances

Larsen–Marx [6]: Section 9.2

Given $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_m$ normal with same variance, but possibly different means, there is a $t$-test for the null hypothesis $\mu_X = \mu_Y$. See Section 9.2 of Larsen and Marx [6].

The model equations are

$$X_i = \mu_X + \varepsilon_{Xi}, \; i = 1, \ldots, m \quad Y_j = \mu_Y + \varepsilon_{Yj}, \; j = 1, \ldots, m,$$

where $\varepsilon_X$ and $\varepsilon_Y$ are independent and identically distributed $\text{Normal}(0, \sigma^2)$.

The test statistic is

$$t = \frac{\bar{x} - \bar{y}}{s_p \sqrt{\frac{1}{n} + \frac{1}{m}}}$$

where

$$s_p = \frac{\sum_{i=1}^n (x_i - \bar{x})^2 + \sum_{j=1}^m (y_j - \bar{y})^2}{n + m - 2}.$$

It has a $t$ distribution with $n + m - 2$ degrees of freedom under the null hypothesis.

#### 20.12 Difference of means, potentially different variances

Larsen–Marx [6]: Section 9.2, p. 466

What if we don’t know that the variance is the same for each sample? This is known as the **Behrens–Fisher Problem**.

The model equations are

$$X_i = \mu_X + \varepsilon_{Xi}, \; i = 1, \ldots, m \quad Y_j = \mu_Y + \varepsilon_{Yj}, \; j = 1, \ldots, m,$$

where $\varepsilon_X \sim \text{Normal}(0, \sigma^2_X)$ and $\varepsilon_Y \sim \text{Normal}(0, \sigma^2_Y)$.

The typical null hypothesis is $H_0: \mu_X - \mu_Y = 0$. The approximate test statistic is

$$W = \frac{\bar{X} - \bar{Y} - (\mu_X - \mu_Y)}{\sqrt{s_X^2/n + s_Y^2/m}}$$

It is approximately a $t$-distribution with $\nu$ degrees of freedom, where $\nu$ is the integer nearest to
\[
\frac{\left(\frac{s_x^2}{n} + \frac{n}{m}\right)^2}{\frac{1}{(n-1)} \frac{s_x^2}{s_y^2} + \left(\frac{m-1}{n}ight)^2}
\]

But on Mathematica, \text{TTest[data1, data2]} does it all for you. In R, use \text{t.test(data1, data2)}. See Dytham [5, pp. 103–110].

20.13 Difference of means, Paired data

Sometimes there is a special structure to the data that simplifies the test of differences of mean. That is when the data are \textbf{paired data}. Typically one element of the pair is called the control. Then for each pair \((X_i, Y_i)\) the model equations are

\[X_i = \mu_X + \eta_i + \varepsilon_i, \quad Y_i = \mu_Y + \eta_i + \varepsilon'_i, \quad i = 1, \ldots, n,\]

where \(\varepsilon\) and \(\varepsilon'\) are independent and identically distributed Normal(0, \(\sigma^2\)). Then

\[X_i - Y_i = (\mu_X - \mu_Y) + (\varepsilon_i - \varepsilon'_i).\]

This can be tested as a simple \textit{t}-test with \(n - 1\) degrees of freedom.

20.14 Tests of Variance

Why might you care about variance? Suppose your laboratory has two microtomes. It is important for you to slice your tissue samples as uniformly as possible. Each machine has a tiny variation in the thicknesses it produces. You would like to use the one with the smaller variance. Hence the desire to test the difference of two variances.

Recall ([6, Theorem 7.3.2, p. 390] discussed in Lecture 19) that

\[
\frac{(n-1)S^2}{\sigma^2} = \frac{1}{\sigma^2} \sum_{i=1}^{n} (X_i - \bar{X})^2
\]

has a \(\chi^2\)-distribution with \(n - 1\) degrees of freedom.

The \(\chi^2\)-distribution is not symmetric (see Figure 20.7), so for a two-sided test, you need two different critical values.

The symbol \(\chi^2_{\alpha,n}\) represents the \(\alpha\) quantile of the \(\chi^2\)-distribution with \(n\) degrees of freedom. That is, if \(Q \sim \chi^2(n)\),

\[P\left(Q \leq \chi^2_{\alpha,n}\right) = \alpha.\]

N.B. This is different from the notation for \(z\alpha\) and \(t\alpha,n\). \(P(Z > z\alpha) = \alpha.\)
Confidence intervals of $\sigma^2$:

$$P\left( \chi^2_{\alpha/2,n-1} \leq \frac{(n - 1)s^2}{\sigma^2} \leq \chi^2_{1-(\alpha/2),n-1} \right) = 1 - \alpha,$$

so

the $1 - \alpha$ confidence interval for $\sigma^2$ is

$$\left[ \frac{(n - 1)s^2}{\chi^2_{1-(\alpha/2),n-1}}, \frac{(n - 1)s^2}{\chi^2_{\alpha/2,n-1}} \right].$$

Table 5.7.2 in Larsen–Marx [6, p. 414] gives some useful values. You can use Mathematica or R to construct your own such table, and it serves as a useful check.

### 20.15 Confidence intervals and hypothesis test

We can turn the confidence interval into a hypothesis test. The following is Theorem 5.7.2 in Larsen–Marx [6, p. 415].

Let $X_1, \ldots, X_n$ be independent and identically distributed Normal($\mu, \sigma^2$). Let $s^2$ denote the unbiased sample variance estimate,

$$s^2 = \frac{\sum_{i=1}^{n}(x_i - \bar{x})^2}{n - 1}.$$
To test the null hypothesis

\[ H_0: \sigma^2 = \sigma_0^2, \]

compute the test statistic

\[ \chi^2 = \frac{(n - 1)s^2}{\sigma_0^2}. \]

a. Against the one-sided alternative \( H_1: \sigma^2 > \sigma_0^2 \) at the \( \alpha \)-level of significance, reject \( H_0 \) if

\[ \chi^2 \geq \chi^2_{1 - \alpha, n - 1}. \]

b. Against the one-sided alternative \( H_1: \sigma^2 < \sigma_0^2 \) at the \( \alpha \)-level of significance, reject \( H_0 \) if

\[ \chi^2 \leq \chi^2_{\alpha, n - 1}. \]

c. Against the two-sided alternative \( H_1: \sigma^2 \neq \sigma_0^2 \) at the \( \alpha \)-level of significance, reject \( H_0 \) if

\[ \text{either } \chi^2 \leq \chi^2_{\alpha/2, n - 1} \text{ or } \chi^2 \geq \chi^2_{1 - (\alpha/2), n - 1}. \]

20.16 Testing Difference of Variances, \( F \) tests

How do we test the hypothesis that two sets of measurements come from normals with the same variance?

Given \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_m \) normal \( N(\mu_X, \sigma_X^2) \) and \( N(\mu_Y, \sigma_Y^2) \), then

\[
\frac{(m - 1)s_Y^2}{\frac{(n - 1)s_X^2}{\sigma_X^2}} \sim F_{m - 1, n - 1}.
\]

The symbol \( F_{\alpha, m, n} \) represents the \( \alpha \) quantile of the \( F(m, n) \)-distribution. That is, if \( X \sim F(m, n) \),

\[ P(X \leq F_{\alpha, m, n}) = \alpha. \]

N.B. This agrees with the convention for \( \chi^2_{\alpha, n} \), but is different from the notation for \( z_{\alpha} \) and \( t_{\alpha, n} \). \( (P(Z > z_{\alpha}) = \alpha.) \)
Larsen–Marx [6, Theorem 9.3.1, pp. 471–472]

20.16.1 Theorem To test

\[ H_0: \sigma_X^2 = \sigma_Y^2 \]

at the \( \alpha \) level of significance,

1. versus \( H_1: \sigma_X^2 > \sigma_Y^2 \), reject \( H_0 \) if

\[ \frac{s_Y^2}{s_X^2} \leq F_{\alpha, m-1, n-1} \]

2. versus \( H_1: \sigma_X^2 < \sigma_Y^2 \), reject \( H_0 \) if

\[ \frac{s_Y^2}{s_X^2} \geq F_{1-\alpha, m-1, n-1} \]

3. versus \( H_1: \sigma_X^2 \neq \sigma_Y^2 \), reject \( H_0 \) if

\[ \frac{s_Y^2}{s_X^2} \leq F_{(\alpha/2, m-1, n-1)} \quad \text{or} \quad \frac{s_Y^2}{s_X^2} \geq F_{1-(\alpha/2, m-1, n-1)} \]

Figure 20.8. \( F \)-pdfs.
20.17 A caveat on hypothesis testing

Consider the coin tossing experiment. We want to test the Null Hypothesis that the probability \( p \) of Tails is \( 1/2 \), \( H_0: p = 0.5 \). Now real coins are manufactured, and so subject to various imperfections, so it is hardly likely that the probability is exactly \( 1/2 \). In fact, it is reasonable to suppose the probability of a value exactly \( 1/2 \) is zero. The Strong Law of Large Numbers says that the MLE of \( \frac{\#\text{Tails}}{\#\text{Tosses}} \) will converge with probability one to the true value, which is not \( 1/2 \), as the sample size gets large. Since the critical region is shrinking to zero with the sample size, with probability one we shall reject the Null Hypothesis if we get enough data. And we know this before we start! So why bother?

There are two responses to this question. The first is that if the coin is grossly biased, a hypothesis test with even a small sample size may reveal it. That is, hypothesis testing is an important part of data exploration.

The second response is that we are naïve to formulate such a restrictive hypothesis. We should restrict attention to null hypotheses such as the probability of Tails lies in an interval \((0.5 - \varepsilon, 0.5 + \varepsilon)\), \( H_0: p \in (0.5 - \varepsilon, 0.5 + \varepsilon) \), where \( \varepsilon \) is chosen small enough so that we don’t care.

20.18 The significance of statistical significance

Many of the statistical tests that are performed are designed to examine either a correlation or the difference of two means. For example, does a particular treatment decrease the mean severity of a disease or increase the average longevity? Is there a correlation between certain seismic readings and the presence of oil? Is the measured velocity of light different when it is moving with the aether drift or against it?

A typical null hypothesis is that two means are the same (or equivalently that their difference is zero), or perhaps that two variables have zero correlation. So the typical null hypothesis is of the form \( \theta = 0 \). Data are gathered and a test statistic \( T \) is computed, and the null hypothesis is rejected if \( T > t_\alpha \), where \( t_\alpha \) is chosen so that if indeed \( \theta = 0 \), then \( P(T > t_\alpha) = \alpha \). That is, you reject the null hypothesis if the test statistic is “significantly different from zero.”

The point is that usually you want to reject the null hypothesis. You set things up so that your experiment is a success if it rejects the null hypothesis. Rejecting the null hypothesis means you have found something that significantly improves the mean, or is significantly correlated.

Hypothesis tests are predicated on the assumption that you already have in mind a hypothesis that you want to test, you set \( \alpha \), gather your data, and then test for significance.

But this is rarely the way science is done. There may be hundreds of different drug-disease combinations that you want to test for efficacy. If you have computed your tests properly, and perform a hundred different experiments, then even if the null hypothesis is always true, 5% of your test statistics will be significantly
different from zero at the 5% level of significance. You really should be looking at
the distribution of the 100th order statistic, not an individual test statistic.

Or maybe you look over the data to decide which correlations to test, or
which variables to include in your analysis, and you discard those for which no
correlations are found.

In other words, if there is “exploratory data analysis,” or worse yet “data
mining,” then the fact that a significant test statistic is found is not significant.
It is not clear what to do about this, but Ed Leamer [7, 8] has some suggestions
that seem to have failed to catch on. Simmons et al. [11] have some concrete
suggestions as well.

An important counter-example is in neuroscience, where a typical fMRI brain-
imaging study divides the brain into about 60,000 “voxels,” and looks for differ-
ces in the BOLD signal\(^1\) in two different circumstances at different times.
Deciding whether two brains are different involves literally millions of \(t\)-tests.
Competent neuroscientists often apply the so-called Bonferroni correction (see
below) and use a significance level on the order of \(\alpha = 1.5 \times 10^{-6}\) for each stand-
alone \(t\) test.)

But this approach seems wrong too. It is quite likely that voxels are spatially
correlated, not independent and we are throwing away valuable information that
is in the data. New techniques, based on random field theory are being explored.
See, for example, Adler, Bartz, and Kou [1]. (Bartz is a recent Caltech alumnus.)

Aside: Craig Bennet, et al. [2] report on what can happen if a multiple comparison
correction is not performed. They analyzed the effect of showing photos of humans in
various kinds of social situations to a salmon, and found an area of the salmon brain
and an area of the spinal column that responded. See Figure 20.9. (Incidentally, the
salmon was dead.)

20.19 The Bonferroni correction

Carlo Bonferroni [3] proposed the following crude antidote for the multiple com-
parisons problem. Suppose you have \(n\) measurements, and want to test a hy-
pothesis \(H_0\) about each one. If each test is conducted at the significance level \(\alpha/n\),
then the probability that at least one of the \(n\) tests rejects the null is no more
than \(\alpha\). This crude upper bound is based on the very crude Boole’s Inequality:
\[
P\left(\bigcup_{i=1}^{n} A_i\right) \leq \sum_{i=1}^{n} P(A_i).
\]
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\(^{1}\) This stands for blood-oxygen-level-dependent signal [10].
Figure 20.9. fMRI results for a postmortem Atlantic salmon.


