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FIFTY YEARS OF EIGENVALUE PERTURBATION THEORY 

BARRY SIMON 

ABSTRACT. We highlight progress in the study of eigenvalue 
perturbation theory, especially problems connected to quantum 
mechanics. Six models are discussed in detail: isoelectronic 
atoms, autoionizing states, the anharmonic oscillator, double 
wells, and the Zeeman and Stark effects. Berry's phase is also 
discussed 

1. INTRODUCTION 

Eigenvalue perturbation theory has its roots in work of Lord 
Rayleigh in acoustics at the turn of the century, and of Schrödinger 
in his fundamental series founding quantum theory in the twenties. 
In recognition of their contributions, the series is called Rayleigh-
Schrödinger series. But the mathematical foundations were only 
set by Rellich just over fifty year ago [40]. In the developments 
since, a critical role was played by Tosio Kato, both in his papers 
and in his classic book [32]. 

The Kato-Rellich theory concerns general abstract operator 
theory—analytic operators in the regular case and asymptotic se
ries in some nonregular cases. It turns out that many of the ex
amples of interest in quantum physics do not fit into the scheme 
of regular perturbation theory. While some do meet the criteria 
of Kato's asymptotic perturbation theory, mere asymptoticity is 
not a very satisfying state of affairs and one would hope for ad
ditional insight from perturbation theory in suitable cases. So the 
last twenty-five years have seen detailed analysis by mathematical 
physicists of specific operator combinations often without abstract 
operator theoretic analogs. 
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Here are some of the standard textbook examples of eigenvalue 
perturbation theory in quantum mechanics which we will discuss 
below: 

1. Isoelectronic states. For simplicity we will discuss the two elec
tron case. For an infinite mass nucleus of charge Z , the basic 
Hamiltonian L2(R2)0l2(R3) = L2(R6) is 

Z Z 1 
1 2 kil r2\ \rx-r2\ 

where a point in R6 is written {rx, r2) with ri € R3. By scaling, 
this operator is unitarily equivalent to Z2 times the operator H0 + 
XV with 

jy0 = -A! - Aj - Ifir1 - l^r 1 ; F = | r 1 ~r 2 r 1 ; A = Z ^ . 

For A = 0, the Hamiltonian HQ is exactly soluble—essentially a 
pair of Hydrogen Hamiltonians: the eigenvalues are 

-\(n~ +m~~) m , n = l , 2 , . . . , m < n 
i i i i 

of multiplicity 2m n (if m ^ n) or m n (if m = n) (this 
ignores both spin and statistics; in this two electron case, allowed 
energies do not change although multiplicities will if we include 
them). 
2. Autoionizing states. In example 1, H0 and H both have con
tinuous spectrum in the interval [ - | , oo). The states with m = 1 
have energies below - | in this discrete spectrum and regular per
turbation theory will apply. The states with m > 2, e.g. m = 
n = 2 at E = - | are eigenvalues imbedded in the continuum. 
Energetically, such a state can "decay" into a ground state hydro-
genic atom and a free electron, as the system "autoionizes." This 
is expected to result in the eigenvalue when X = 0 becoming a 
scattering resonance. 

3. Anharmonic oscillator. In some ways the simplest example of 
a perturbation problem is H(fi) = H0 + fiV on L2(R) with 

TT O 2 jr 4 
H0 = ~—-x+x , V = x 

ax 
or more generally V = x2k ; k = 2, 3, ... . In addtion to its 
intrinsic interest, this problem has evoked attention because of 
its analogy to a quantum field theory, especially the (q>4)n+1 field 
theory. 
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4. Double wells. The simplest example of this type is H(X) = 
H0 + V(X)9 

,2 

HQ = - - ^ + x2, V(X) = A V - 2Ax3. 
dx 

This has two wells at x = 0 and x = +A""1 with a reflection 
symmetry about x = + ^ . For each energies £ = 1 , 3 , 5 , . . . 
of the Hamiltonian i/0 there are two energy levels of H(X) near 

* o -

5. Zeeman effect. This describes a hydrogen atom in a constant 
magnetic field, B0. If the field is in the z-direction, the Hamilto
nian with A = jB0z x r is 

ff(*0) = (-tf-ei)2- |*T ! 

where 7f0 = -A - \r\~x is the Hydrogen Hamiltonian. Lz com
mutes with H0 and i^(50) and so the B0LZ term is trivial. The 
nontrivial term is the x2 +y2 term. Typical laboratory fields have 
eB0 very small, about 10~8. 

6. Stark effect. This describes a Hydrogen atom in a constant 
electric field. The Hamiltonian is 

H(E0) = H0-E0z9 fl^-A-fl-1. 

Among all the examples, this is the only Hamiltonian which is not 
bounded below. Indeed for EQ ^ 0, a(H(E0)) = (-oo, oo) and 
H(E0) has no eigenvalues [4], so interpreting the meaning of the 
perturbation series for the discrete eigenvalue is a subtle business. 

2. REGULAR PERTURBATION THEORY 

The simplest eigenvalue perturbation theory is the finite-dimen
sional linear case A + XB. Since the eigenvalues are given by 

det(A + AB-E) = 0, 

they are analytic in l about X = 0 except perhaps when det(^4- E) 
= 0 has a multiple root, i.e. where A has an eigenvalue with geo
metric multiplicity larger than one. Here the first subtle theorems 
occur: if A and B are Hermitean (complex symmetric), then the 
eigenvalues and eigenvectors remain analytic about X = 0 (or any 
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real X). For the eigenvalues, an elementary argument exists: an-
alyticity of the eigenvectors is a more subtle theorem of Rellich 
[40]. 

To extend this regular theory to possibly unbounded operators 
in the infinite dimensional case, two things are required: 

(1) A + XB, more generally A(X), must be regular about X - 0 
in the sense that for one (and then it turns out for all) E in the 
resolvent set for A9 (A(X)-E)~l is analytic in X about X = 0 in 
the sense of bounded operators (norm convergent Taylor series). 

(2) We look at an eigenvalue E0 of A which is an isolated point 
of the spectrum of A and that EQ has finite multiplicity in the 
sense that the projection 

±[ (E-A)-ldE 

is finite-dimensional. 
Under these conditions, the infinite-dimensional case looks just 

like the finite-dimensional case. Indeed 

(2.1) ƒ>(*) = - W {E-A(X))~XdE 
*>7ll J\E-E0\=e 

is analytic in A and so has dimension independent of X and, for 
X small, all spectrum of A(X) near E0 is spectrum of A(X)P(X), 
essentially, a finite-dimensional problem (if E0 = 0, we must alter 
the wording a little). 

When does this regular theory apply? Only in one of the six 
examples we discussed in §1! The example of isoelectronic states 
has a regular resolvent as we will see in a moment. This means that 
for the eigenvalues of H0 with E0 < -\ (i.e. m = 1, n < 1), 
the regular theory applies. But for eigenvalues in [-\, 0) where 
there is also continuous spectrum for H0, the regular theory does 
not apply because the eigenvalues are not isolated points of the 
spectrum. We will discuss this example in §5. 

An illustrative case of the failure of analyticity of the resolvent 
is the anharmonic oscillator 

—?-^+x2+Xx4~A(X) 
dx 

which naively would seem to be analytic in X. In fact, it has been 
shown [43] that for complex X £ (~oo, 0] this formal object 
defines a closed operator on D ( - - ^ ) nD(x2) with (A(X) - E)~l 

analytic there. But there are singularities as X approaches the 
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negative axis. Similar situations hold in examples 4-5 in that there 
is analyticity in a sector about (0, oo) but not analyticity about 0. 
The analytic structure in example 6 is more subtle. 

How does one show that example 1 does have an analytic re
solvent? One criterion, for analyticity of A + fiB, applicable in 
most practical cases where there is analyticity, is the existence of 
an inequality 

| | ^ | | < a | | ^ | | + 6||^|| 

for some fixed a, b and all <p in D(A) [40]. In this case, Kato 
[32] has called A + ÀB an analytic family of type A. 

For the isoelectronic case, an inequality of this form follows 
from Sobolev inequalities. 

There has been considerable study of this isoelectronic case [37]. 
For further discussion of regular perturbation theory, see [32], 

[39], and [41]. 

3. DIVERGENT PERTURBATION THEORY 

In many cases where eigenvalue perturbation theory cannot be 
shown to converge or can even be shown to diverge (e.g. the anhar-
monic oscillator, example 2; see below), the series still makes sense 
term by term. It is natural to try to associate these formal series 
with an asymptotic series in a classical sense. Such results were 
studied by various authors and unified in Kato's book [32]. We 
consider A0 and A(k) defined for k in some complex sectorial 
neighborhood {A|0 < |A| < L\ |argA| < /?} or half-real neighbor
hood {A|0 < X < L}. Let E0 be an isolated point of a(AQ) and 
an eigenvalue of AQ of finite multiplicity. We call E0 stable if 

(a) For some E > 0, a(A0)f){E\ \E-E0\ <e} = {E0} and for 
some L0 , a(A(X)) n {E\ \E - E0\ = e} = 0, all |A| < LQ, 
X in the sector or half-real neighborhood. 

(b) For \E-E0\=e, s-limWiQ(A(X) -E)~l uniformly in E. 
(c) If P{X) is given by (2.1), then dimP(A) = dimP(0) for 

|A| small. 

Once one has stability, it is easy to prove that the Rayleigh-
Schrödinger series is asymptotic under suitable domain hypothe
ses on A(X) - A0. For example, in the case of - j-y + x2 + kxA, 

it is easy to prove that (A(X) - E)~l converges to (A - E)~l in 
norm so long as | argA| < n - ô for any ô > 0 [43]. From norm 
convergence, one easily deduces stability. In most examples where 
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stability is proven, one has this norm convergence. Another ap
proach to stability is lucidly presented by Vock and Hunziker [51]. 

For the anharmonic oscillator, the asymptotics are known for 
the perturbation coefficients, an , defined by E0(p) ~ "£2anp

n with 
E0(P) the lowest eigenvalue: 

/ \ n+l/2 / \ 

(3.1) a „ ~ ( - l ) " + V 3 / 2 ( § ) r ( » + i j , » - o o . 

Of course, this implies that the perturbation series J^L0 anp
n di

verges for all P. 
(3.1) was first found numerically by Bender-Wu [10] who even 

correctly guessed the exact form of the leading constant! Since the 
ideas behind its proof are a recurrent theme in the analysis of the 
problems (2)-(6), we will describe the proof of (3.1): 

(1) As is proven by Simon [43], E0(fi) is analytic in {p | 0 < 
p < B0\ \p\ < n} continuous up to the boundary. Let C be the 
contour which is a circle of radius B0 from arg/? = -n + e to 
n - e a contour above the negative axis and then below. Using the 
Cauchy integral formulae for C one obtains 

(3.2) an = (-l)w+1 f°° pn(npyl ImE(~p + IO) + 0( B~n) 
Jo 

so that as noted by Simon [43], the Bender-Wu formula (3.1) is 
implied by 

(3.3) 1mE(-fi + iO) - i7T1/2|/?f 1/2exp ( _ f t f ) - 1 ) . 

(2) Bender-Wu [1] found the following heuristic explanation of 
(3.3). For P < 0 and very small, x2 + px4 looks like a quadratic 
for x small but turns over at x = ±(2|/?|)~1/2 where V(x) = 
(4I/?!)""1. Due to tunnelling, one expects an oscillator state to have 
a finite lifetime which can be computed in WKB approximation. 
This lifetime should be the imaginary part of an eigenvalue which 
leads to (3.3). 

(3) A rigorous version of this argument of Bender-Wu is due to 
Harrell-Simon [23]. 

Because of their fundamental contributions [10, 11], we will 
call this kind of tunnelling-asymptotics of an a "Bender-Wu type 
relation." 

A divergent asymptotic series is not a very satisfying link be
tween a function and a formal series. One would hope more might 
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be true and more is in the x4 oscillator case. The [N9 N]—Padé 
approximation for a series J2n

 an^ *s ^ e uniQue rational function 
PNIQN of degree N polynomials obeying 

IN 
*2N+U 

«=0 

Following numerical experiments [43], it was proven that the diag
onal Padé's for the x4 oscillator converges to the true eigenvalue 
[33]. The same is true for the x6 oscillator but already false for 
the x8 oscillator. The proof of the Padé convergence produces 
global (in X) information, i.e. including near A = oo and so is 
difficult to extend even to a two degree of freedom system. 

A more complex procedure than Padé but one only requiring 
local (near A = 0) information is the method of Borel summation, 
shown to be applicable to x4 oscillators by Graffi, et al. [18]. A 
series ^2anfi

n is called Borel summable at z € C if and only if 

(1) an = 0(n\An), 

(2) f(x) = EZ 
0anx jn\ determined for \x\ < A can be 

extended analytically to a neighborhood of {xz \ x € 
[0,oo)}. 

(3) f(z) = /0°° f(xz)e xdx converges absolutely. 
f(z) is the Borel sum. 

Since /0°° xne~x dx = «!, f(z) is formally the sum S ^ 2 " • 
A fundamental theorem of Watson [19] asserts that 

Theorem of Watson. If F(z) is analytic in {z \ | argzj < 0O, \z\ < 
L} with 60 > n/2 and in that region 

F(z)-Yl*nZn ' <CN+l\z\N+l(N+l)\ 
H=0 

for all N, then ]C V * is Borel summable in {z \ \ argz| < 0O -
7T/2, \z\ < L} and the Borel sum is F(z). 

This applies to the x4 oscillator with 0O = 3n/2 - e (L is fi 
dependent) [18]. While Borel summability does not apply to the 
x2k oscillator whose an grow like ((k - 1)«)!, a modified Borel 
summability does work. Moreover, this method also works via 
Watson's theorem for a variety of quantum field theories including 
the ( / ) 2 [15, 14] and ( / ) 3 theory [36]. 
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Borel summability also applies to the Zeeman Hamiltonian, ex
ample 5 [5]. The Zeeman Hamiltonian also has Bender-Wu type 
relations. The formal tunnelling calculation is due to Avron [2] 
with a successful comparison to numerics in [3] and a proof in 
[25]. The formula for the ground state an asymptotics is 

OO 

E0(B) ~ aj+ J2***1" 
H=0 

a2n~(-l)n+1(4/nf2n-2n(2n + b\ 
Ironically, in spite of the divergence of the perturbation series, 

it can be used for highly accurate (to over 20 decimal places with 
computer technology available ten years ago [48]) calculations of 
the eigenvalue. 

For further discussion of Borel summability, see [19] and [49]. 

4. DOUBLE WELLS 

Double wells like example 4 present an example where even the 
abstract theory of asymptotic series fail because the eigenvalues 
are not stable. Typically, near each eigenvalue of H0, H0(/$) has 
finitely many eigenvalues. 

,2 2 

If we change variables from x Xo y - fix, then --*-j + x -

2fix3 + fi2x4 becomes 

P1 - 4 + ̂ V-2y3 + /) 
dxl 

so that the proper generalization of the double well is 

-A + À2V{x) 

in the X —• oo limit where V{x) > 0, V(x) -• oo at x —• oo with 
wells at the zeros of V. Since 

-A + A2F = A2(-fi2A+F) 

with h = X~x, this large X limit is essentially the h -+ 0 semiclas-
sical limit. The properties of this limit have played a role in recent 
works of Witten on understanding some constructs of differential 
geometry using quantum theoretic input [52]. 

One can show that all eigenvalues which are 0(A) at À -• oo 
live in a neighborhood of the points where V(x) = 0. Moreover, 
under smoothness hypotheses there are asymptotic series generated 
by Rayleigh-Schrödinger series. 
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A more subtle and interesting phenomenon involves splitting of 
nearby eigenvalues when two wells look the same (e.g. isomor
phic under a Euclidean symmetry). Eigenvalue splittings are then 
exponentially small and the asymptotics are compatible. 

One dimensional double wells were studied by Harrell in a sem
inal series of papers [21, 22]. Higher dimensional wells were ana
lyzed by Simon [46] and Helffer-Sjöstrand [24]. 

While the asymptotics of perturbation coefficients and tunnel
ling are both known in these cases and both depend on Agmon 
metrics (= instanton actions), there is no connection as precise as 
the relation (3.2). 

A set of problems from atomic physics close to double wells in 
spirit are the 1/1? expansions for molecules, especially H^ . See 
[13], [16], and [17]. 

An illuminating example close to the double well is due to Herbst 
and Simon [27]. 

H(fi) = —£j + (x - fix2)2 - \ + 2px 
ax 

because 
H{fi) = A\p)A{fi) 

with fi = -£-x+px2 , one can show that for 0 ^ 0, E0(fi) > 0. 
On the other hand, one can show that E0(fi) = 0(exp(-l/3/?2)). 
Thus the perturbation series in this case is identically zero (!), it 
converges (to zero) but to the wrong answer! 

This is close to the double well but the second well at x = f}~1 

is raised by 2/?/?""1 = 2 above the x = 0 well, so the eigenvalue 
is stable (and the series is asymptotic). 

5. RESONANCES 

Models like example 2 where unperturbed eigenvalues are im
bedded in continuous spectrum have long evoked interest in the 
physics and mathematical literature. After all, when the interac
tion of atoms and radiation are treated in an ad hoc way (since 
there is still no self-consistent first principle relativistic theory of 
quantum electrodynamics), excited states are eigenvalues embed
ded in the continuum of ground state photons. Since decay is 
a dynamic event, the resulting perturbation series is called time-
independent perturbation theory (TDPT) in contrast to the name 
time-dependent perturbation theory given to Rayleigh-Schrödinger 
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perturbation theory. The first nontrivial term is second order nor
mally called the Fermi Golden Rule. There is no systematic study 
of higher order and/or convergence in the physics literature. Some 
of the first attempts at a mathematical theory are due to Friedrichs. 

A common theme in these studies has been that an embedded 
eigenvalue is perturbed into a resonance with a finite lifetime al
though a precise definition of resonance was absent. 

For Coulomb systems like example 2, Combes and co-workers 
developed a framework in the early 1970s [1, 8]. Shortly after
wards van Winter [50] developed an alternate view that turns out 
to be essentially equivalent. Combes' framework was developed 
to study the absence of singular continuous spectrum but as a 
byproduct the framework provided a definition of resonance. Si
mon [44, 45] realized that this provided the tools to study models 
like example 2—in fact, suitably interpreted TDPT was a Rayleigh-
Schrödinger series and the Kato-Rellich theory provided a proof 
of the convergence of TDPT. 

Consider first the hydrogen Hamiltonian H = -A-\r\~l. Let 
U(6) be the group of dilations 

(U(9)y,)(r) = e3e,2y,(e$r) 

and 
H(0) s U(d)HU(d)~l = -e-

20A-e~e\rfl. 

Initially, this is defined for 6 real but H(6) can be expanded to 
a complex entire function of 6 (in the sense that the resolvent is 
analytic). But here is the interesting feature: the essential spectrum 
of H(0) is {e /u\ju € [0, oo)} which rotates away from the real 
axis as 6 increases. By a simple, elegant application of Rayleigh-
Schrödinger-Kato-Rellich theory, point eigenvalues are indepen
dent of 6 so long as they stay away from the continuous spectrum. 
This H{6) can have eigenvalues in {z | 0 > argz > -2Im0} 
which are 6 independent until the continuous spectrum swings 
back as Im0 decreases and reaches -(argz)/2. These eigenval
ues are interpreted as resonances. Actually, the hydrogenic case 
has none of these resonances but the multielectron case does. 

The full analysis of the multielectron case is more subtle. A 
critical role is played by the scattering thresholds, energies where 
the system can barely break up into a new set of bound clusters. In 
the case of example 2, these states are a hydrogen bound state and 
a single electron, i.e. the thresholds are J~ = {—1/4/72}^=1 u {0}. 
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discrete enbedded eigenvalue 
eigenvalues now discrete thresholds 
• • • 

FIGURE 1 

What Balslev and Combes proved is that in the multielectron case 
(7ess(i/(0)) = {t + e~26ix | ju e [0, oc), t e ^}. So, in the case of 
example 2, the embedded eigenvalues for 0 = 0 becomes discrete 
for Im0 > 0 (see Figure 1). Thus, discrete eigenvalue pertur
bation theory applies although under perturbation the eigenvalues 
can (and will) develop an imaginary part, i. e. turn into a reso
nance. The series in A converges. 

6. THE STARK EFFECT 

The analysis of Hydrogen in a magnetic field is one of the ear
liest triumphs and also earliest puzzles of quantum theory. The 
problem on the level of Rayleigh-Schrödinger perturbation theory 
was presented in one of Schrödinger's initial papers in quantum 
theory [42]. Almost immediately, Oppenheimer [38] realized that 
because the full potential -\r\~l - Ez went to minus infinity at 
infinity in a way that could not be compensated for by the kinetic 
energy, there should be tunnelling and states of finite lifetime. In
deed, the formula for the width of the resonance is known as the 
Oppenheimer formula (although Oppenheimer did the calculation 
incorrectly, so that the "Oppenheimer formula" is really due to 
Lanczos [34]!), explicitly for the ground states: 

lmE(E0)~$E-lexp(-l/6E0). 

For E0 = 0, the Hamiltonian has eigenvalues at {—l/4/t2}^=1 

but for E0 ^ 0, it can be shown [4] that the spectrum is (-00,00) 
with no embedded eigenvalues, so the E0 = 0 eigenvalues must 
turn into resonances. Formally, the dilated Hamiltonian 

(6.1) H(0) = -e~2dA - e~$\r]-1 - eeF0Z 
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seems sensible, so it is tempting to apply the Combes theory. But 
there are two objections to that, one mathematical and one physi
cal: 

(a) H(6) is not analytic in 0 about 0 = 0. 
(b) In the atomic case, the essential spectrum rotates about 

scattering thresholds, but in a real sense, the only scattering 
threshold of H is at energy -oo . 

Both objections are overcome by understanding in a striking 
paper of Herbst [26]. In the sector S = {0 | 0 < Im0 < n/3}, 
the operator (6.1) is analytic and for ImE > 0, (H(6) - E)~x is 
strongly continuous as Im 0 j 0. This suffices for the interpreta
tion of resonances as poles of (r\, (H(6) - E)~l rj) for r\ e ^(R 3 ) 
and answers (a). As for (b), since there are no thresholds to rotate 
about, aess(H(d)) is empty if 0 e SI In fact for 0 e S, 

H0(e) = -e-2eA-e~d\r\-1 

has empty spectrum! (You may recall a theorem that the spectrum 
of any operator is always nonempty but that is only for bounded 
operators; in a real sense Ho(0) has infinity in its spectrum; ex
plicitly (H0(6) - E)~l has only 0 in its spectrum). 

Moreover, if 0 e 5 , the eigenvalues of H(d) in (-oo, 0) for 
E0 = 0 are stable in the sense needed for asymptotic series so the 
Rayleigh-Schrödinger series is asymptotic to a resonance, E(6), 
of H{6). Im£(0) ^ 0 but it is 0(E%) for all N because the 
perturbation coefficients are real. 

As Herbst-Simon [28, 29] subsequently noted, the series is Borel 
summable but only for E0 pure imaginary. There is a Bender-Wu 
type relation [9], but now the Imaginary part in the contour integral 
is the physical width given by the Oppenheimer formula: 

E{E0)~Y,a2n{E,)2n 

a2n~-62n+l(2n)\/2n. 

Finally, within this framework Harrell-Simon [23] gave a rigorous 
proof of the Oppenheimer formula. 

7. THE QUANTUM ADIABATIC THEOREM AND BERRY'S PHASE 

While it is not strictly an element of eigenvalue perturbation the
ory, we should add a little about the adiabatic theorem in quantum 
mechanics because of some of the recent attention it has gotten 
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and because of what it says about the Hubert space geometry of 
eigenvalues. 

In its simplest form, for finite matrices, the quantum adiabatic 
theory says: 

Theorem. Let A(t) be a C°° family of self-adjoint matrices, 0 < 
t < 1 with nondegenerate eigenvalues for each t. Let Ex(t) < 
E2(t) < • • < En(t) be the eigenvalues and let Px(t),... , Pn(t) be 
the corresponding eigenprojections. Fix j and <pQ e Ran 7^(0). 
Let (pT{t) solve: 

j-t<pT(t) = -iH(t/T)<pT(t), <pT(0) = <p0. 

Then 
Bm||(l-Py(5))ji r(jr) | | = 0, 0 < * < 1 . 

In other words, if the Schrödinger equation is solved with t 
varied very slowly, an eigenfunction propagates into another eigen-
function. A rigorous proof of the adiabatic theorem in the context 
of unbounded operators in quantum mechanics was first provided 
by Kato [31]. A partially alternate and especially transparent proof 
is due to Avron, Seiler, and Yaffe [7]. For recent developments, 
see [30]. 

A new phenomenon in the adiabatic theorem was found by 
Berry [12] over fifty years after physicists studied the original re
sult! Suppose that H{\) = H{0) so that one can think of H(t) 
as following a closed loop in the space of matrices with nonde
generate eigenvalues. Then (pT{T) = e~l^T<p0 for some phase fT. 
Berry asked how fT varied as T -• oo. There is an obvious guess, 
namely fT ~ JQE(S/T) ds = T j j E(s) ds. What Berry found is 
that, in fact, 

/ r ~ ƒ E{s/T)ds + C 
Jo 

for a constant C, called Berry's phase. He found various formulae 
for C in terms of interpolating surfaces for H (t) in the space of 
nondegenerate matrices. 

Simon [47] then interpreted C in terms of the differential ge
ometry of perturbation theory. Solving the Schrödinger equation 
is a kind of parallel transport, indeed if the J0° E(s/T)ds is 
eliminated, it is the parallel transport induced by the matrix in the 
Hubert space for the line bundle of eigenspaces. C is then just 
holonomy and Berry's formulae are just curvature formulae. An 
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interesting sidelight is that eigenvalue degenerations act as sources 
of curvature. 

There has been an explosion of literature on this subject: see 
for example [20] for a classical analog and [6] for the quaternionic 
case. 

8. CONCLUSION 

We have seen fifty years of rigorous eigenvalue perturbation the
ory. The first half of the period, codified in the first edition of 
Kato's book almost exactly twenty-five years ago saw the develop
ment of general results for analytic perturbations (the Kato-Rellich 
theory) and asymptotic perturbation theory (Kato's notion of sta
bility). Ironically, the abstract theory did not really apply to many 
of the cases of interest (three of our six examples—2, 4, and 6— 
do not fit in at all, and two—examples 3 and 5—only the partial 
result of asymptotic series). 

The second half saw the detailed study of models that have been 
a fixture in quantum theory from the earliest days. Three themes 
can be isolated from these diverse studies: (1) Summability meth
ods, especially Borel summability; (2) Bender-Wu type relations 
connecting large orders of perturbation theory and tunnelling cal
culations; (3) The theory of resonances following Combes. 
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